Combining SVM and Rule-Based classifiers for optimal classification in breast cancer diagnosis
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Abstract-- Mammography is accepted as the most effective method to detect breast cancer. Breast microcalcifications are considered very important findings, which may be associated to the existence or not of breast cancer. It has been proven that in some cases the evaluation of their characteristics contributes to the early diagnosis of breast cancer. A computer aided diagnosis (CAD) system has been already developed in the lab based on detailed analysis and evaluation of related features of microcalcifications and a subsequent decision tree classification scheme. This system has very good sensitivity while suffering from low specificity. In this paper, we present a binary classifier which combines the aforementioned rule-based classifier with certain classification schemes based on the support vector machines (SVM) methodology. We evaluated the performance of the proposed binary classifier and we compared it with the existing CAD system using a database of 195 (153 benign and 42 malignant) clinical mammograms provided from collaborating diagnostic centers focused on breast examination. All 195 cases have undergone biopsy in regions where there were clustered microcalcifications, thus there is histological verification of their status. In our experiments, the binary classifier reinforces the computer-aided diagnosis system. While a sensitivity as high as 94.12% and a specificity equal to 31.51% was achieved by the decision tree classification scheme, the binary classifier provided a sensitivity equal to 82.35%, but a higher specificity equal to 65.75%, classifying correctly more benign cases. In other words, the binary classifier is able to reinforce the diagnosis of the CAD system by highly improving the specificity of the system with a little cost in terms of sensitivity.

Index Terms-- Computer-aided diagnosis, mammography, microcalcifications, support vector machines.

I. INTRODUCTION

Breast cancer is the second leading cause of cancer deaths in women today (after lung cancer) and is the most common form of cancer among women worldwide, occurring in nearly one out of nine women. The key to surviving breast cancer is early detection and treatment [1], [2].

Mammography is nowadays accepted as the most effective method to detect breast cancer since with this technique many important findings, that may be associated to the existence of breast cancer, can be revealed. Among these important findings, microcalcifications are the smallest structures identified on a mammogram and they are either easily or hardly distinguished on the...
mammograms depending on the existing tissue background [3]-[5].

The subtle nature of these radiographic findings accompanied with other factors such as poor image quality and oversight by the radiologist, may lead to missed detections of breast cancer or misclassifications. In general, the interpretation of a mammogram is a difficult diagnostic task, especially for not experienced radiologists [6], [7]. The successful development of computer aided diagnosis (CAD) systems would be of great value, if these systems could provide a reliable second opinion to the radiologist [8]-[10].

A system, called “Hippocrates-mst”, has been already developed in the lab and is based on detailed analysis and evaluation of related features of microcalcifications (individually and in clusters) [11]-[14]. After the detection of the existing microcalcifications in a selected region of the breast, a rule-based decision tree classification scheme is applied for the final risk assessment. This system has very good sensitivity while it suffers from low specificity.

In this paper, we present a binary classifier for the classification and characterization of clustered microcalcifications in digitized mammograms that reinforces the aforementioned CAD system. This classifier combines the rule-based classifier, used in “Hippocrates-mst” system, with certain classification schemes based on the support vector machines (SVM) binary methodology [15]-[18].

We developed three different SVM classifiers, conducting three experiments by using each time different training set and technique (simple test method, Cross-Validation, Leave-One Out). We evaluated their performances on a dataset of 90 mammograms. The results from the classification of this dataset indicated that all the three SVM classifiers provided values of sensitivity and specificity in the range 65%-85%. On the other hand, the “Hippocrates-mst”
classification scheme achieved the highest sensitivity and the lowest specificity. Subsequently, we developed a new classifier which will exploit the different behaviour of each of the four individual classifiers (3 SVM classifiers and “Hippocrates-mst”) and combine them in an appropriate way in order to improve the diagnostic accuracy of the existing CAD system and especially the low levels of specificity.

Our aim was to investigate the effectiveness of this new classifier and its potentiality to optimize the final diagnosis phase of the “Hippocrates-mst” CAD system, which is mainly suffering from low specificity. The proposed classification scheme can be beneficial for the CAD system, by reducing the number of false positive diagnoses, achieving in that way greater levels of specificity, and maintaining at the same time the sensitivity at high levels.

II. METHODS AND MATERIALS

A. Description of the “Hippocrates-mst” CAD system

The computer aided diagnosis system we have already developed and tested, named “Hippocrates-mst”, is based on detailed analysis and evaluation of related features of individual microcalcifications and of formed clusters [11]-[14].

Through this system, every selected image can be displayed inside a form with various digital tools that can be applied either to the whole image or to a Region Of Interest (ROI). Furthermore, the user may use the detection algorithm and reveal the microcalcifications existing in the selected region. After the detection of the microcalcifications, image analysis is needed for the microcalcification feature extraction and quantification. The considered microcalcification features are: (i) size, (ii) circularity, (iii) existence of dark center, (iv) level of brightness, (v) irregularity regarding the shape, (vi) level of branching and (vii) circumvolution.

The above features are calculated for every microcalcification inside a sub region of the
initial ROI selected by the user, comprising a cluster. Then, the system uses a two stage procedure for the risk assessment of the selected ROI. In the first stage, a hand-crafted rule based decision tree, exploiting the seven aforementioned characteristics, is used to estimate the risk for each microcalcification. The design of the decision tree is based on mathematical modeling of rules coming from the related literature as well as from selected medical experts. In the second stage, the final assessment is obtained from a risk estimation, which is based on the evaluation of the findings and specifically on the following parameters: (i) the risk distribution of microcalcifications, (ii) the number of microcalcifications at high risk, (iii) the cluster polymorphism.

Preliminary laboratory tests have already been performed in order to evaluate the diagnostic accuracy of “Hippocrates-mst” system. Moreover, during the last year, the system is undergoing an evaluation procedure in Hippocration Hospital of Athens in Greece. The results of these evaluation tests indicate that “Hippocrates-mst” CAD system estimates the risk of breast cancer towards the right direction. However, although it presents high sensitivity, it appears to suffer from low specificity. This indicates that there is an overestimation of the risk, driven from the attempt to minimize the false negative results. Thus, there is space for optimization and refinement of the procedure, in order to improve the classification accuracy. Our primary goal is to improve the specificity of the system, while maintaining the sensitivity at high levels.

B. SVM classifiers

SVM are learning machines used in pattern recognition [15]-[18]. The method is based on intuitive geometric principles, as it aims to the definition of an optimal hyperplane (maximal margin hyperplane, MMH), which linearly separates the training data so that minimum expected risk is achieved. The SVM methodology was used for the development of various classification
schemes that are focused on the diagnosis of clusters of microcalcifications. As in the classification scheme of “Hippocrates-mst”, the SVM classification schemes that we are going to develop follow a two-layer procedure. In the first layer, the input vectors are the seven morphological features of each microcalcification in the selected cluster, which indicate whether one microcalcification is suspicious or not. In the second layer, the input vectors are the number of suspicious microcalcifications as calculated from the first layer and other parameters such as the density and the polymorphism that are used for the final estimation for the existence or not of breast cancer.

For the development and evaluation of the classification schemes a dataset of 195 clinical mammograms was used. All cases have undergone biopsy in regions where there were clustered microcalcifications, thus there is histological verification of their status. The collection of mammograms was carried out mainly at the Hippocration hospital of Athens and the mammograms were provided to us into two datasets. The first one was constituted of 105 digitised mammograms accompanied with the corresponding biopsy test results. We exploited this first dataset for the training and evaluation of new classifiers based on the SVM methodology. A few months later we were supplied a second dataset of the rest 90 mammograms which was used to test the performance of the previously developed SVM classifiers and compare them with “Hippocrates-mst” classification technique (rule-based decision tree).

1) Development of three SVM classifiers

As we have already mentioned, we used an initial dataset of 105 real cases for the training of three new classifiers. Among the 105 clusters of microcalcifications, there have been 80 benign and 25 malignant cases. One of the major problems that we had to face was the unbalanced set due to the small number of the available malignant cases. For this reason, we conducted three
different experiments, using each time different training set and technique, in order to investigate the diagnostic accuracy of the developed system and its generalization ability. Each experiment leads to a different classifier and thus to different classification results.

In the first experiment, we divided arbitrarily the 105 cases into two sets: the training set and the evaluation set. The training dataset consists of 30 cases (15 malignant, 15 benign). For the evaluation of the system, we examined the rest 65 benign clusters and 10 malignant. We applied single training method, using all the different kernels presented in the previous section, for values of parameters $C \in \{2^{-2}, 2^{-1}, \ldots, 2^{13}\}$, $\gamma \in \{2^{-12}, 2^{-11}, \ldots, 2^{3}\}$ and $p \in \{2, 3, \ldots, 9\}$. Our aim was to find the combination which leads to minimization of the number of training errors and optimization of the classification accuracy of the training dataset. Finally, the Gaussian RBF kernel was selected with $C=8192 (=2^{13})$ and $\gamma=8 (=2^{3})$. After the training phase, the 75 cases of the testing set were used to evaluate the performance of this first classifier, achieving that way a sensitivity as high as 90.00% and a specificity equal to 70.77%.

The final selection of the first classifier aimed to the optimization of the classification accuracy of the training dataset. However, a learning algorithm may perform well on the training data, but achieve poor performance when applied to data outside the training dataset. Therefore, we used an alternative training method, which could provide useful information about the generalization ability of the classifier. The training method we used in the second experiment is the cross-validation. The datasets are the same with those of the first experiment. We trained the classifier with the dataset of 30 cases with the cross-validation procedure for the range of parameters we mentioned above. The combination that provided the best classification accuracy was the Gaussian RBF kernel with $C=4 (=2^{2})$ and $\gamma=2$. At the end, we tested the performance of the classifier on the remaining 75 cases. The sensitivity achieved was 80.00% and the specificity
52.31%. The comparison between the two first classifiers is straightforward, as they have been trained and tested on the same datasets. Although we expected that the second classifier would provide better classification results due to the use of the cross-validation procedure, the first classifier seems to outperform the second one for the specific dataset of 75 cases, as both the indices of sensitivity and specificity have greater values in the first case.

In the third experiment, we exploited all the available 105 cases in order to investigate the generalization ability of the resulting classifier. The basic problem in this experiment is that the dataset is unbalanced, as the number of benign cases is almost three times greater than the number of malignant cases, leading to a behavior of the classifier biased towards the benign cases. Actually, during the training phase, we conducted a comparative study between the four given kernels, applying the Leave One Out method. The selection of the Gaussian RBF kernel with $C=8192 (~=2^{13})$ and $\gamma=0.5$ leaded to the best classification accuracy for the whole dataset. The classifier of this experiment provided specificity as high as 87.50%, while the sensitivity was only 48%.

The classification results on the training dataset obtained from each classifier are listed in Table I.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy (%)</th>
<th>Specificity (%)</th>
<th>Sensitivity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>73.33</td>
<td>70.77</td>
<td>90.00</td>
</tr>
<tr>
<td>#2</td>
<td>56.00</td>
<td>52.31</td>
<td>80.00</td>
</tr>
<tr>
<td>#3</td>
<td>78.10</td>
<td>87.50</td>
<td>48.00</td>
</tr>
</tbody>
</table>

2) Comparative evaluation

After the initial development of the three different classifiers, we had to test their performance
on a new dataset. As we have already mentioned, this dataset consists of 90 new real cases, which have not been used at all during the training phase. We also test the performance of “Hippocrates-mst” CAD system, whose classification methodology is based on a decision tree. We have already described the four virtual zones that the CAD system uses for the classification of a microcalcifications cluster. When the final risk percentage is greater than 35% the patient is referred for a surgical biopsy. Otherwise, it is considered that there is no evidence for malignancy and biopsy test is discouraged. On the contrary, the SVM approach is a binary procedure. An SVM classifier does not give risk estimation, but decides whether there is malignancy or not. Only when the prediction for malignancy is positive, a biopsy test is encouraged. The performance evaluation and comparison between the aforementioned classifiers was based on the calculation of three objective indices: accuracy, sensitivity and specificity.

Table II lists the classification results on the test dataset.

<table>
<thead>
<tr>
<th>SVM classifier #1</th>
<th>SVM classifier #2</th>
<th>SVM classifier #3</th>
<th>Hippocrates-mst</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACCURACY (%)</td>
<td>SPECIFICITY (%)</td>
<td>SENSITIVITY (%)</td>
<td></td>
</tr>
<tr>
<td>77.78</td>
<td>78.08</td>
<td>76.47</td>
<td></td>
</tr>
<tr>
<td>70.0</td>
<td>68.49</td>
<td>76.47</td>
<td></td>
</tr>
<tr>
<td>76.67</td>
<td>84.93</td>
<td>41.18</td>
<td></td>
</tr>
<tr>
<td>43.33</td>
<td>31.51</td>
<td>94.12</td>
<td></td>
</tr>
</tbody>
</table>

C. Binary Logical Classifier (BLC)

Analyzing the classification results listed in Table II, we can obtain important information concerning the performance of each classifier.

Concerning the two first classifiers, we observe that both of them have a stable behavior for
both the malignant and benign cases, achieving medium levels of sensitivity and specificity. Although their performances are enough satisfying, they are outperformed by “Hippocrates-mst” as far as sensitivity is concerned.

The third SVM classifier presents a behavior towards the benign cases. Although it achieves the higher specificity, the poor performance in the case of malignant cases deters its use for the classification of unknown cases, as it is expected that many cases of breast cancer may be misclassified.

As far as “Hippocrates-mst” is concerned, we remark that although it achieves the higher sensitivity, it lacks in specificity. That fact was expected, as previous clinical evaluating procedures have indicated that “Hippocrates-mst” suffers from low specificity.

The aim of our work is to propose a new classifier which will combine the decisions of all the previous classifiers in order to optimize the diagnostic performance. Our purpose is to improve the specificity of “Hippocrates-mst” system, maintaining at the same time the sensitivity at high levels. The combination of the three developed SVM classifiers, which are mainly biased towards benignity, may be the substantial factor that will drive to the desirable result.

Our aim was to reinforce the “Hippocrates-mst” classification scheme since it presents high and robust sensitivity while its specificity is low. Thus, we put an effort on keeping the prediction of the rule-based decision tree as the mainstream diagnosis mode, while giving to the aforementioned SVM classifiers the potentiality to act as a reliable second opinion to the “Hippocrates-mst” classifier, which may change the initial diagnosis only under special circumstances where there is strong evidence for benignity.

As a result, we ended in a Binary Logical Classifier, whose topology is shown in Figure 1.
We have already mentioned that the SVM approach is a binary problem and, as a result, the predictions of all the SVM classifiers are directly used as inputs to the BLC system. When the prediction for malignancy of an SVM classifier is positive it is considered to be equal to 1. Otherwise, when there is no evidence for malignancy, the SVM prediction is equal to 0. On the contrary, “Hippocrates-mst” calculates a continuous risk percentage for the existence of breast cancer. That risk cannot be used as input to the classifier, as a binary signal is required. For this reason, we convert the risk percentage of “Hippocrates-mst” into a binary variable as follows: when the risk percentage is lower than 35% the patient is not referred for a surgical biopsy and the “Hippocrates-mst” prediction is equal to 0. Otherwise, it is considered that there is important evidence for malignancy and the “Hippocrates-mst” prediction is equal to 1.

The topology of the BLC system meets the specifications we have discussed above. All the SVM classifiers are connected to a gate OR and then the output of this gate is connected with the “Hippocrates-mst” binary diagnosis to a gate AND. We remind that our goal is to improve the low specificity of “Hippocrates-mst”. As a result, when the diagnosis of “Hippocrates-mst” is negative (0) the output of gate AND is also 0. On the other hand, when the diagnosis of
“Hippocrates-mst” is positive (1) the final diagnosis depends on the SVM classifiers: if one at least SVM prediction is 1 the final diagnosis remains also 1. Otherwise, if all three SVM predictions are 0, the final diagnosis is changed to negative, despite the positive prediction of “Hippocrates-mst”.

It is expected that the proposed topology of the BLC system will lead to improvement of the specificity of the CAD system. However, there is the risk of misclassifying some malignant cases, causing a decrease to the sensitivity’s value. We should emphasize that the proposed binary classifier is not able to improve the sensitivity of the CAD system. The maximum expected sensitivity’s value is that achieved by the initial rule-based classifier.

We exploited the second dataset constituted of 90 mammograms to test the performance of the proposed BLC system. We have already seen in the previous section the performances of all the other classifiers. For each case, each individual prediction is applied as input to the BLC system. We are going to compare the results of the initial rule-based classifier used in “Hippocrates-mst”, as listed in Table II, with those of the proposed classifier. Table III lists the classification results for the two classifiers.

<table>
<thead>
<tr>
<th></th>
<th>True Negative (TN)</th>
<th>False Positive (FP)</th>
<th>True Positive (TP)</th>
<th>False Negative (FN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLC system</td>
<td>48</td>
<td>25</td>
<td>14</td>
<td>3</td>
</tr>
<tr>
<td>“Hippocrates-mst”</td>
<td>23</td>
<td>50</td>
<td>16</td>
<td>1</td>
</tr>
</tbody>
</table>

To estimate performance, we used five objective indices: accuracy, sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV) [5]. The values of these
indices obtained from our experiments for both classifiers are shown in Table IV.

<table>
<thead>
<tr>
<th></th>
<th>Accuracy(%)</th>
<th>Specificity (%)</th>
<th>Sensitivity (%)</th>
<th>PPV(%)</th>
<th>NPV(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BLC system</strong></td>
<td>68.89</td>
<td>65.75</td>
<td>82.35</td>
<td>35.89</td>
<td>94.12</td>
</tr>
<tr>
<td>“Hippocrates-mst”</td>
<td>43.33</td>
<td>31.51</td>
<td>94.12</td>
<td>24.24</td>
<td>95.83</td>
</tr>
</tbody>
</table>

The results listed in the Tables III, IV reveal the potentiality of the BLC system to improve the specificity of the CAD system. The proposed classifier would discourage biopsy to 48 out of 73 cases, achieving that way a reduction of 65.75% on the unnecessary biopsies, while the corresponding percentage of the “Hippocrates-mst” current classification scheme would be only 31.51%.

Additionally, the BLC system is near to the high levels of sensitivity provided by “Hippocrates-mst”, as two more malignant cases are misclassified as benign, leading to a reduction of the sensitivity’s value. Although we wish to achieve the maximum value of sensitivity, the percentage achieved by the binary classifier is a promising result, as it remains one of the greater if compared with the sensitivities values of the others classification schemes, as listed in Table II.

### III. CONCLUSIONS

The aim of this paper was to investigate the effectiveness of new classification schemes and their potentiality to optimize the final diagnosis phase of an already developed computer aided diagnosis system, called “Hippocrates-mst”. The technique currently used in the “Hippocrates-mst” system is a rule-based decision tree, measuring seven characteristics for each
microcalcification, calculating few cluster parameters and finally producing that way the risk distribution of MCs and other relative parameters which drive to the classification of the cluster.

We propose a binary logical classifier which combines multiples SVM with the rule-based classifier of “Hippocrates-mst” for optimal diagnosis of breast cancer. Each individual classifier makes a prediction about the existence of cancer in a selected region of the breast, evaluating the morphological features of the existing microcalcifications and other cluster parameters (i.e. density, polymorphism). At the next level, all the classifier’s decisions are applied as inputs to the BLC system in order to reach to the final diagnosis.

A dataset of 90 mammograms, containing 73 benign cases and 17 malignant, was used for the evaluation of the performance of the classifiers. Data analysis shows that the BLC’s performance is enough satisfying, achieving high levels of both sensitivity and specificity. Actually, BLC outperforms “Hippocrates-mst” in terms of specificity, discouraging biopsy to 48 out of 73 benign cases, providing specificity as high as 65.75%. The corresponding percentage for “Hippocrates-mst” was only 31.51%. As far as the malignant cases are concerned, BLC’s sensitivity was equal to 82.35%, misclassifying 3 out of 17 malignant cases as benign. “Hippocrates-mst” outperformed BLC in terms of sensitivity, achieving a percentage of 94.12%, misclassifying only one case.

Concluding, the use of the proposed binary classifier can be beneficial for the CAD system as it provides an effective solution to the problem of the low specificity. This first laboratory evaluation has shown encouraging performance. Our future goals include design and implementation refinement as well as evaluation of the system with larger number of cases.
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